
Chapter 10
Developing Low-Power Image Processing
Applications with the TULIPP Reference
Platform Instance
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10.1 Introduction

In today’s industry, an increasing amount of applications relies on vision-based tech-
niques. The resulting image processing systems cover a wide field of application,
examples being medical imaging, automotive advanced driver assistance systems
(ADAS) and unmanned aerial vehicles (UAVs). All these applications demand high
computing performance, yet strict requirements and constraints of an embedded sys-
tem have to be met. Therefore, both the embedded system and the image processing
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application have to be optimized. Embedded image processing systems are expected
to be a ubiquitous part of our society with a direct connection to cloud computing,
servers and data centres. Today, the complexity of systems is continuously growing.
The design and implementation of an image processing platform will be an even
more challenging task for developers. A non-optimized design cannot satisfy the
demand for low power and high performance.

Embedded platforms using a single processor do not offer enough processing
power to run modern image processing applications. On the contrary, the number
of sensors is growing and the system simultaneously has to deal with increasing
connectivity and data, which puts even higher requirements on the processing of
data and communication. The demands of modern and future low-power computing
systems are not met by current architectures. Embedded vision systems are often bat-
tery powered. Therefore, an efficient architecture is needed so that performance and
energy efficiency results in longer battery life and better user experience. Resource-
intensive image processing can be offloaded to cloud computing or data centres,
but this compromises real-time constraints and latencies of the application. Thus,
the embedded system has to deliver low-power yet high-performance computing for
image processing.

Regarding embedded platforms, there are two approaches to reach the perfor-
mance requirements of current image processing algorithms. The first approach is
to run the image processing applications on low-power graphics processing units
(GPUs). This can significantly improve processing power. The second approach
offers the possibility to further reduce energy consumption by using field pro-
grammable gate arrays (FPGAs) for image processing. Using state-of-the-art tech-
nology, both GPU and FPGA are connected to an embedded processor forming
a system-on-chip (SoC). Heterogeneous architectures offer promising features for
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modern vision-based applications. Each type of processing element has a type of pro-
cessing for which it performs best. To get the best out of an efficient heterogeneous
hardware platform, it is important to efficiently map the application onto the different
processing elements andmanage its execution at runtime. The increasing demand for
vision-based systems also asks for reducing time-to-market, development and rework
costs on a product as well as maximizing reuse of designs. However, there is still
no standard for high-performance embedded computing systems on heterogeneous
platforms in the domain of vision-based systems.

Tulipp [1, 2] aims to push forward a reference platform defining implemen-
tation rules to provide designers with guaranteed high-performance solutions for
vision-based systems. Tulipp also considers flexibility and scalability for applica-
tions demanding more processing power. Therefore, the platform will be set up for
heterogeneous multicore and multiprocessor architectures. Several instances of the
platform can be combined to further increase processing performance. During the
project, a heterogeneous hardware reference platform, a real-time operating system
(RTOS) and a productivity-enhancing set of development utilities will be developed.
These three components will enable high-performance image processing for modern
low-power embedded systems and, in addition, will allow validating the implemen-
tation rules and guidelines. The Tulipp project will publish a reference platform
handbook, which allows developers to easily follow and apply the implementation
rules to find an optimal solution for their image processing application. Thus,Tulipp-
compliant custom platforms and applications can be designed at reduced develop-
ment time and costs.

10.2 The TULIPP Use Cases

The development of the Tulipp reference platform as well as the Tulipp reference
platform handbook are use case driven. The three use-case scenarios feature applica-
tions for medical imaging, for automotive systems and for UAVs. The applications
cover different scenarios, yet the requirements for the embedded systems as such are
similar. All three use cases have to operate their image processing applications with
high computational performance, low power consumption as well as reduced overall
system size and weight. In addition, these applications have to comply with short
deterministic latencies,which requires to process imageswithin real-time constraints.
Using these three use-case scenarios, the developments of the project, namely the
hardware platform, the real-time operating system, and the productivity-enhancing
utilities, can be evaluated at the best to provide optimal implementation rules and
guidelines for the Tulipp reference platform handbook.

10.2.1 Medical X-Ray Imaging

In medical imaging, mobile equipment is expected to replace high-end infrastructure
devices. Modern-day surgery requires that the surgeon has precise control of their



184 T. Kalb et al.

movements and at times is able to see the path that blood flows through veins and
arteries. Complex imaging systems have to be used to achieve this.

Dedicated toX-ray instruments, theworkof theTulippproject is highly relevant to
a significant part of themarket share, in particular through itsMobile C-Armuse case,
which is a perfect example of a medical system that improves surgical efficiency. In
real time, during an operation, this device displays a view of the inside of a patient’s
body, allowing the surgeon to make small incisions rather than larger cuts and to
target the region with greater accuracy. This leads to faster recovery times and lower
risks of hospital-acquired infection. Current X-ray sensors are able to provide live
images and video in real time. The drawback of this is the radiation dose: 30 times
what we receive from our natural surroundings each day. This radiation is received
not only by the patient but also by the medical staff, week in, week out.

While the X-ray sensor is very sensitive, lowering the emission dose increases
the level of noise on the pictures, making it unreadable. This can be corrected with
proper processing.

From a regulatory point of view, the radiation that the patient is exposed to must
have a specific purpose. Thus, each photon that passes through the patient and is
received by the sensor must be delivered to the practitioner; no frame should ever be
lost. This brings about the need to manage side by side strong real-time constraints
and high-performance computing.

The medical use case of the Tulipp project deals with this problem in real-time
X-ray image processing. The goal is to reduce the radiation dose to much safer
levels while keeping the image quality and the required latency and rate. The image
processing is done by an embedded system within a mobile device called ‘C-arm’
because of its ‘C’ shape. The X-ray source is located at one end of the C and the
sensor at the other end. This shape allows to have the patient in the middle and to
take images of any of its body parts through any angle and direction. The C-arm
is used during surgery and delivers an X-ray video stream in real time. The chosen
algorithms reduce noise from the sensors and enhance the image in order to provide
enough details to the surgeon. The algorithms require high-performance processing.

In the Tulipp project, our aim is to try to reduce the level of radiation by 75%. As
a result of this, more powerful image processing will be required in order to still be
able to see small details in the human body that are crucial during surgery. Sincemost
operating theatres are confined environments crowded with staff and equipment, the
device needs to be small and mobile. A system that integrates the processing close
to the sensor is ideal to help reduce extraneous wires and improves the mobility of
the equipment. The system needs to be compact but also has a low power draw since
heat and other RF emissions could disturb the sensors and eventually actually add
more noise to the signal. When we add up the hard real-time constraints to which
the system must comply due to part of regulatory constraints regarding devices used
in medical environments, this combination of requirements makes this use case a
challenge to design and develop a matching solution (Fig. 10.1).
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Fig. 10.1 Digital radiography

10.2.2 Advanced Driver Assistance

In the automotive domain, more electronic devices are going to be integrated into
cars in the future. One of the most promising segments for embedded vision systems
are the advanced driver assistance systems (ADAS). A steep growth is expected
for the next five to ten years. Here, the automotive industry puts a strong focus
on driving safety and pedestrian safety with vision-based systems as one of the
enablers for many new and innovative solutions. This includes both passive and
active safety systems. The most interesting fields of application for embedded vision
systems include vehicle, pedestrian and object detection, traffic sign recognition,
lane detection, night vision, surround view and driver monitoring. Data from optical
sensors is often combined with data from other sensors to either guide or assist the
driver, or to take control of the vehicle by automatic braking, automatic lane keeping,
park assist, etc. These applications will over the years be refined and enhanced,
resulting in fully autonomous driving solutions some 10years from now.

The automotive use case of the Tulipp project is focused on pedestrian detection.
The purpose of pedestrian detection algorithms is to recognize humans in an image
collected by an optical sensor. Detected pedestrians can then be used to trigger further
processing, e.g. automated braking. In Tulipp, the implemented algorithm performs
the pedestrian detection by feeding a set of trained classifiers various processed forms
of an input image.

ADAS vision systems require real-time, low-latency processing, at high to very
high computational load. They need to be robust and reliable, and will often be
treated as safety critical systems. The Tulipp project addresses all these questions.
By offering a toolset and standardization, it will help the designers to focus on the
image processing application rather than platform details. The Tulipp ADAS use
case shows how a typical automotive vision application, pedestrian detection, can
be facilitated by the Tulipp platform and how characteristics like low power, high
performance and robustness are natively supported (Fig. 10.2).
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Fig. 10.2 ADAS object recognition

10.2.3 Autonomous UAVs

In the domain of unmanned aerial vehicles (UAVs), onboard image processing in real
time is a key technology for autonomous operation [3]. Small UAVs have entered a
large range of applications as their underlying technology has improved. This also
allowed for the exploration of a new and large range of applications. Today, appli-
cations for surveillance, search and rescue, video production, logistics and research
are just a small subset of possible scenarios [4]. With the growing amount of UAVs,
however, the number of crashes and problemswith controlled operation is increasing.
Problems can be caused by several sources, e.g. operator error as well as mechanical
or electrical malfunction. In a worst-case scenario, this error not only involves the
UAV itself but also humans, goods or infrastructure [5]. Therefore, UAVs need more
intelligent control and interaction systems, such as automatic collision avoidance or
more robust pose estimation, to minimize risks of failure.

The goal of the UAV use case in Tulipp is to estimate depth images from a
stereo camera set-up. Orientated in the direction of flight, the depth images are used
to detect objects in the path of the UAV. In further stages, detected object is then
used for collision avoidance. This approach creates a more autonomous and more
intelligent solution. The problem is that more intelligence needs more computing
power, which is very limited especially on small UAVs. Yet, image processing has
to be onboard in real time, also considering weight and power constraints.

TheTulipp solution aims to fill this processing gap by using its good performance-
to-weight and power consumption-to-weight figures. We aim to use computer vision
algorithms such as stereo and depth estimation to detect obstacles and evaluate the
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Fig. 10.3 Autonomous unmanned aerial vehicle

surroundings in order to make the UAV more intelligent. For this purpose, we attach
the Tulipp reference platform with a stereo camera set-up orientated in direction of
flight to a UAV. Our goal is to use stereo algorithms to automatically detect obstacles
in real time that are within dangerous vicinity in front of the UAV and to avoid
a collision. Therefore, we will provide a processing chain which is quite common
to any stereo vision-based application. The processing chain contains stereo image
acquisition, preprocessing, like image rectification, a depth estimation algorithm
based on semi-global matching, similar to [6], an obstacle avoidance algorithm as
well as an interface to an external system (UAV) (Fig. 10.3).

These three use cases represent an ideal combination of applications for theTulipp
project. Each use case requires embedded high-performance low-power image pro-
cessing, but the constraints differ for each use-case scenario. Striving for optimization
for each use case, the developments of the Tulipp project will then provide a flexible
and extensible solution including rules and definitions for the hardware platform, the
operating system and the utilities used to design, develop and deploy an embedded
high-performance low-power image processing application.
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10.3 The TULIPP Reference Platform Instance

The Tulipp project is developing and will provide a reference platform. The ref-
erence platform is presented in the context of the starter kit, a conceptual package
consisting of a platform instance, project applications and the reference platform
handbook. The aim of the starter kit is to provide engineers with a generic evaluation
platform that serves as a base for productively developing low-power image process-
ing applications. The platform instance is a physical processing system consisting
of hardware, Operating System (OS), and application development tools. This plat-
form instance demonstrates the results of the project using the applications of the
presented use cases.

The reference platform handbook is a set of guidelines for low-power image pro-
cessing embedded systems. We use guidelines as shorthand for the reference plat-
form handbook. Guidelines recommend application implementation methods sup-
ported by the platform instance. A guideline is a goal-oriented, expert-formulated
encapsulation of advice and recommended implementation methods for low-power
image processing. A vendor platform that enables guidelines by providing suitable
implementation methods is called an instance. An instance is fully compliant if it
provides recommended implementation methods for all the guidelines that it sup-
ports. We envisage that compliance with guidelines will be judged and certified by
an independent body identified by the ecosystem of stakeholders.

The reference platform is used to define implementation rules and interfaces to
tackle power consumption for high and efficient computing performance demands
for image processing applications. The main objective is to provide a new approach
to find an optimal solution for a vision-based system. The complex task of designing
and evaluating different, interleaving and evolving hardware and software compo-
nents is then eased so that the overall cost of image processing deviceswill be reduced
drastically. The universal and well-defined interfaces of the reference platform offer
the possibility to include new generations of hardware devices and software compo-
nents without significant overheads and costs for redesigning the system. It allows
developers to efficiently design more embedded and less power consuming image
processing platforms.

The Tulipp image processing solution aims for scalable high performance and
mechanical flexibility to be able to comply with heat dissipation and size constraints,
low cost and low power consumption. The inherent idea of customization guides the
activities of Tulipp to set up guidelines and definitions on how to use and com-
bine heterogeneous technology at its best. Thus, an optimal solution—in terms of
performance, energy efficiency and development costs—for a customized image pro-
cessing system can be found. Furthermore, Tulipp takes into consideration that the
reference platform will evolve at the same pace as modern technology. This ensures
that developers can benefit from the improvements future technologies and devices
offer but it is a challenge at the same time because the reference platform has to
assimilate new technology as it comes up.
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Fig. 10.4 Tulipp reference platform

Instead of developing a generic platform solution that should fit all the appli-
cations, Tulipp proposes to focus its efforts on developing a guide for a reference
platform that helps the designer in making choices for the components and inter-
faces. This reference platform is a versatile ideal platform described through a set of
guidelines. By following the guidelines, one can implement features to tackle power
consumption while delivering high and efficient computing performance for image
processing applications under real-time constraints on processing rate and laten-
cies. This solution is much more beneficial and future-proof including all aspects
of the development of an image processing platform. Tulipp will build the refer-
ence platform through industrial consensus dedicated to low-power real-time image
processing applications (Fig. 10.4).

The project will concentrate on interfaces between the components of the platform
(hardware, utilities, operating system and middleware libraries) as well as design
and implementation processes. Following the guidelines, a developer will be able to
produce a compliant platform and benefit from the technological advances generated
by the project. In addition, vendors will be able to produce a compliant part and plug
it into an existing platform. Thus, a Tulipp-compliant platform instance benefits
both to the developers and the vendors. To achieve this goal, the Tulipp project
will set up and work closely with an ecosystem formed with platform-part providers
(e.g. chip, processing board, operating system, processing libraries, toolchain, etc.)
and application developers. This allows incorporating valuable feedback during the
project lifetime.
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10.3.1 TULIPP Hardware Architecture

Current designs in vision-based embedded solutions are built on single-core CPUs
or shared memory architectures. Homogeneous approaches to modern embedded
image processing systems are easy to programme but are not an optimal solution
regarding energy efficiency and processing performance. High-end vision systems
in the automotive industry feature heterogeneous architectures. The drawback is that
each iteration during design time and each new generation of technology requires a
huge implementation effort.

Tulipp will focus its work on heterogeneous systems in image processing appli-
cations. Different processing elements will be combined in a hardware architecture,
where each processing element is best suited for certain parts of an image processing
application. As an example, a small 32-bit CPU can be used for controlling in- and
outputs. The processing of images can then be executed on multiple 64-bit CPUs
with additional acceleration by FPGAs or embedded GPUs.

The Tulipp reference platform provides a template for heterogeneous computing
architectures and systems. Modern SoCs demonstrate the potential of heterogeneous
systems. The NVIDIA Tegra-K1 [7] provides high performance by combining an
ARM processor with a GPGPU. Similarly, Xilinx puts great efforts on the Zynq
devices. Here, an ARM processor is combined with an FPGA. Xilinx UltraScale+
MPSoCs takes one step further and combines 64-bit and 32-bit ARM architectures
together with dedicated real-time cores and an FPGA [8]. The goal of the Tulipp
reference platform is not only to optimally utilize a single SoC.Moreover, the project
aims to connect different SoCs. Different parts of an image processing application
can then be run on the best-suited computing architecture. An adaptive system allows
running an application energy efficient yet high performant. The hardware platform
will be fine-tuned and configured for each application. Therefore,Tulipp defines how
to select SoCs suitable to build a Tulipp platform instance and how to efficiently
interconnect several SoCs. Switch-off mechanisms, adjustable operating frequencies
and dynamic partial reconfiguration (DPR) [9] further reduce the cost of unused
system resources during runtime.

As of the time of writing, Tulipp uses Xilinx Zynq SoCs to thoroughly test
different combinations of hardware and interfaces on- and off-chip. The inherent
heterogeneity of these devices is used to derive definitions, implementation rules
and guidelines for the Tulipp reference platform and the Tulipp reference platform
handbook. The Tulipp hardware architecture uses the PC/104 form factor. This
form factor is already supported by many vendors, which are committed to the
ongoing development of this specification [10]. It is mature, modern, open standard
and expandable but also capable for stand-alone applications. These features are
perfectly suited for a scalable and heterogeneous Tulipp hardware platform.
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10.3.2 TULIPP Operating System and Low-Level Libraries

Today, there is a significant gap between research and commercial implementa-
tion of an RTOS. Research results feature scheduling algorithms, resource sharing
algorithms and inter-process communication (IPC) protocols. Yet these innovations
are rarely incorporated in commercial systems. Existing RTOS are mainly targeted
towards single-core designs, and multicore approaches focus on homogeneous SMP
architectures. In addition, the need for energy efficiency is rarely supported. This
includes, for example, power-aware scheduling at the kernel level [11]. As a result,
system lifetime and reliability are reduced [12].

In Tulipp, the design of the operating system and low-level libraries is targeted
towards low power consumption and image processing. The RTOS kernel supports
heterogeneous architectures andpower-aware features.Communication and synchro-
nizationmechanisms are implemented so that the operating system correctly operates
on the instantiated processing elements of the hardware platform. The footprint—i.e.
the binary size—of the RTOS is kept small for hardware components only embed-
ding a small local memory. Frequent accesses to bigger memories like DDR are not
suitable for running image processing applications in real time and consume more
energy. The Tulipp reference platform provides primitives so that components can
be integrated or wrapped in the low-level library available for the programmer. In
addition, standard APIs will be modified and extended to comply with the require-
ments of low power consumption and high-performance image processing. Thus,
extensions and modified standards are proposed as a pre-norm.

The RTOS in Tulipp is developed to efficiently handle heterogeneous hardware
processing resources of multicore CPUs and FPGAs with a strong focus on finding
the right balance between low power footprint and high computing performance.

The RTOS solution proposed by the Tulipp project is a new master–slave micro-
kernel architecture specifically designed for heterogeneous multicores. It features
a small footprint, low power consumption and good scalability. This is a combina-
tion of several features. Power-aware schedulers—i.e. extended earliest deadline first
(EDF) instead of rate monotonic (RM) schedulers [13]—reduce the overall power
consumption of applications. Moreover, it has been shown in the real-time litera-
ture that schedulers based on a parallel task model are well suited to be extended
to power-aware scheduler [14]. Therefore, the Tulipp platform includes an RTOS
capable of scheduling parallel real-time tasks (software or hardware) associated with
the right runtime libraries allowing to easily design parallel workload to be run on
the different heterogeneous components of the target platform. This, combined with
optimizations provided by the offline utilities of Tulipp presented in the next section
will result in an image processing embedded system suited to the user requirements
in terms of power consumption and computing performance.

The hard real-time scheduling of hardware/software tasks is combined with vir-
tual memorymanagement to isolate processes and efficient IPCmechanisms to allow
these processes to communicate. Developers can then use the reliable real-time guar-
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antees and easy programmability of the provided RTOS for optimized low-power
image processing applications.

The Tulipp real-time operating system is designed by HIPPEROS and based on
its family of RTOSes [15, 16]. It supports standard tools to interface with hardware
(bootloaders, debuggers, etc.), and low-level libraries shippedwith the operating sys-
tem support APIs validated for low-power embedded image processing applications
(POSIX, OpenCV, OpenMP, etc.) [17]. The operating system interfaces are devel-
oped to be optimally integratedwith theTulipp hardware platform and the supporting
development toolchain and utilities. Additionally, the RTOS environment is adapted
to suit the modern advantages of the heterogeneous platforms [18]. For example, for
heterogeneous platforms as the Zynq device, the HIPPEROS RTOS provides APIs
to partially reconfigure at runtime what is running in the FPGA, enabling the Xil-
inx dynamic partial reconfiguration feature and exposing it to the image processing
application developer (the user of the Tulipp platform).

Thus, the main advantage of the Tulipp RTOS solution is its efficiency for het-
erogeneous parallelism and power optimization.

10.3.3 TULIPP Toolchain

The current state of the art in development tools for heterogeneous image processing
systems requires a lot of interaction and experience with several different vendor-
specific tools. Each component is accompanied by its own complex tools. The devel-
oper has to spend a significant amount of time tomaster these tools. This results in low
productivity and a reduced innovation rate. Extensive reviews of such heterogeneous
system development tools exist [9, 19, 20]. A Tulipp-compliant platform can feature
hardware components from several different vendors. In general, each component is
supplied with its own specific toolchain and Integrated Development Environment
(IDE). To efficiently develop low-power, high- performance applications on Tulipp
hardware platforms, the programmer needs to gain expertise in several tools. This
inhibits productivity, as such expertise takes a long time to develop. In addition, lack
of knowledge or expertise in a particular vendor—device or tool—may also prevent
developers from selecting hardware components, which would be best suited for the
power and performance requirements of a specific image processing application.

Tulipp proposes a solution using toolchain utilities that allow developers to use
multivendor toolsmore efficiently and productively. The focus of the utilities is put on
an improved system set-up, its analysis and optimization. This includes mapping an
application optimally onto a heterogeneous, Tulipp-compliant platform. The set of
utilities is called STHEM—supporting utilities for heterogeneous embedded image
processing. STHEM wraps around, extends and connects existing vendor tools to
present a seamless mapping and performance/energy analysis interface to program-
mers. Developers are able to map parts of an application onto suitable components
using STHEM interfaces. Primitives and library routines can be used to handle con-
trol and communication of the components. Problem areas of the application can be
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Fig. 10.5 High-level overview of the iterative workflow using STHEM

identified with STHEM’s utilities for performance and energy consumption analysis.
Furthermore, the utilities also identify optimization opportunities. Thus, the devel-
oper is guided towards an energy-efficient and high-performant image processing
application and platform.

An overview of the workflow is given in Fig. 10.5. STHEM provides efficient
usability of expert-written mechanisms for the improvement of an application. The
workflow is iterated until desired performance and energy profile is reached. In the
first stage of the workflow, programmers write application code. The optimizations
identified in the previous iteration are also applied in this first stage. Programmers
are also assisted with platform-specific primitives and library routines that abstract
away commonly used domain-specific functionality. In the second stage, developers
are supported in the mapping of an application to components using easy-to-use,
expert-written mapping directives. The third stage is used for platform configura-
tion, application execution and profiling. Analysis of the execution and profiling
is provided in the fourth stage. Visualizations are used to highlight profiling data
and problem areas [21]. In addition, STHEM suggests optimization strategies to
programmers and offers to automatically explore the design space.

STHEM is built as an Eclipse 4 RCP plugin to facilitate an integrated workflow
with popular vendor tools that integrate into the Eclipse IDE [22–24]. The first imple-
mentation of STHEM is designed forXilinx SDSoC [22]. Thus, all the components of
the Tulipp reference platform—heterogeneous hardware platform, multicore RTOS
and supporting utilities—can be evaluated and tailored towards optimal energy effi-
ciency and high computing performance for image processing applications.

With the three components described above—hardware architecture, operating
system and toolchain—the Tulipp project aims to provide rules and definitions for
a reference hardware platform. Thus, the Tulipp project does not only provide an
extensible set of components for embedded high-performance low-power image pro-
cessing applications. Moreover, the insights and knowledge gained by developing
these components is comprehensively written down in the Tulipp reference platform
handbook.
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10.4 The TULIPP Reference Platform Handbook

TheTulipp reference platformhandbook provides guidelines on developing and opti-
mizing a low-power high-performance image processing application and embedded
vision system. As described in the previous chapters, it is a complex task to develop
an image processing system that complies with the constraints of embedded sys-
tems and the demand for low power consumption and high computing performance.
Embedded vision systems feature a complex combination of different design steps,
including component selection and platform set-up, application and algorithm opti-
mization as well as application mapping.

The guidelines provided by the Tulipp reference handbook support the devel-
oper by managing the complexity of designing modern low-power image processing
embedded systems. Therefore, guidelines are derived from the expert knowledge
gained during the development of the Tulipp reference platform. This knowledge is
split into advices and recommended implementation methods. Advices support the
developer on what to do so that an image processing application and platform can
be optimized. The recommended implementation methods describe in detail how to
achieve the suggested optimizations.

The guidelines of the handbook consider all the components of the Tulipp ref-
erence platform. Developers are supported in the selection of Tulipp-compliant
hardware components and operating system settings best suited for their application.
In addition, guidelines are formulated on how to rewrite the application and how to
use APIs, libraries and pragmas achieving a more efficient image processing appli-
cation. The guidelines always put the focus on low power consumption, high and
heterogeneous computing performance and real-time image processing.

As a long-term goal, the Tulipp handbook aims to improve productivity as well as
influence new standards for heterogeneous embedded vision systems operating under
real-time constraints with low power consumption and high computing performance.
The expert insights of the guidelines then not only support developers by optimizing
their application, but also vendors by providing Tulipp-compliant hardware and
software. For developers, this has the potential to significantly improve productivity.
Costly mistakes are avoided and vast design and implementation spaces are pruned.
Vendors are encouraged to strive for compliance by providing suitable hardware and
software. Thus, the efforts of the Tulipp project pave the way for future standards
in embedded low-power image processing systems.

10.5 Future Goals and Outlook

The main objective of the Tulipp project is to develop a reference platform for high-
performance and energy-efficient embedded systems for image processing applica-
tions. In addition to this reference platform, Tulipp is going to support developers
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with a reference platform handbook. The handbook provides guidelines on develop-
ing and optimizing low-power high-performance embedded vision systems.

To achieve its goals, the Tulipp project develops and provides a starter kit. This
Starter Kit is used to demonstrate the potential of the projects’ approaches to the
design, development and implementation of embedded vision systems. The Tulipp
starter kit allows the project to track its efforts and demonstrate its use cases. Further-
more, the kit also allows developers to design high-performant yet low-power image
processing platforms and applications. The starter kit will feature a first version of
the Tulipp reference platform and handbook. The hardware component consists of
a PC/104 board with a small system-on-module (SoM). Here, the SoM features a
Xilinx Zynq device for heterogeneous computing performance. The toolchain com-
ponent consists of a collection of application analysis utilities referred to as support
utilities for heterogeneous embedded image processing (STHEM). STHEMwill aug-
ment existing vendor toolchains by automating analysis procedures and supporting
more efficient application design. This reduces time-to-market, improves developer
productivity and system quality by making it easier and faster to arrive at an imple-
mentation that meets the requirements. The hardware platform and STHEM will be
completedwith theHIPPEROS real-time operating system and its low-level libraries,
allowing to design and run highly efficient embedded vision-based applications and
platforms.

The reference platform and handbook cover all the aspects of designing embedded
systems for vision-based applications: from computing hardware, operating system
and low-level libraries to programming toolchain and utilities. The reference platform
also defines a set of interfaces between basic components and implementation rules
to facilitate prospective system design. The implementation rules and guidelines
of the reference platform handbook support developers designing embedded image
processing platforms. This significantly contributes to a reduction of time-to-market
and development costs. The Tulipp project is going to leverage the utilization of
heterogeneous embedded computing platforms for image processing applications.
Thus, the Tulipp project aims to pave the way for standards for embedded high-
performance low-power image processing in industrial applications.

TheTulippproject establishes a valuable advisory board and ecosystem.The advi-
sory board consists of leading experts from industry and academiawith a strong focus
on image processing applications and platforms targeted towards embedded systems.
Thus, valuable feedback is used during the project to further leverage and promote
its developments. Incorporating high-quality feedback and utilizing its developments
and guidelines theTulipp project puts great efforts into industrial usage and standard-
ization of ubiquitous low-power embedded systems for image processing platforms.
The state and progress of the project will be available to the public at the website of
the Tulipp project [1].
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