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Open questions

* How to evaluate a given RTOS / HW couple?

* How to choose KPIs?

— that represent real-time behavior / capabilities

* What benchmarks to choose / design for those?
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ontext

— Safety-critical environments



Context: besides safety-critical
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Implementation of Real-Time Linux?

* Deadlines

— RT scheduling classes
— SCHED_DEADLINE

* Determinism
— not necessarily fast; worst-case scenario
— RTlocks & critical sections
— ISR, system calls & jitter

— PREEMPT_RT: to make the kernel “more” preemptive



PREEMPT_RT improved the kernel also for non-RT users

* Generic Timekeeping » Threaded interrupt handlers

» High resolution timers » Tracing infrastructure

« Mutex infrastructure * Lock dependency validator

_ . * Rewrite of the CPU hotplug infrastructure
* Generic interrupt handling infrastructure

_ » Refactoring of the timer wheel
» Priority inheritance for user space mutexes
* Refactoring of high resolution timers

* Preemptible and hierarchical RCU

— lots of upstreamed components already



Why Real-Time Linux?

Free and Open-Source

Device drivers
-> plug-and-play

Ease of use, very active community
-> Easy adoption
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Raspberry Pi 5 Model B Rev 1.0

2.4GHz quad-core 64-bit Arm Cortex-A76 CPU
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Why benchmarking?

* Size and complexity of Linux

* “Realistic” scenario

* Bridge between theory and practice
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Evaluation methodology

#1: Stressing -> CPU/IO load: stress-ng

-> Networking load: iperf3

#2: Measuring -> Scheduling latency: cyclictest
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#1.1: Stressing with stress-ng

sudo docker run --rm colinianking/stress-ng --all 1 -t1h 1> /dev/null &

16



#1.1: Stressing with stress-ng

sudo docker run --rm colinianking/stress-ng

-t1h 1> /dev/null &
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#1.2: Stressing with iperf3

iperf3 -c <IP>-w 64K -P 100 -t 3800
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#1.2: Stressing with iperf3

iperf3 -c <IP>

-P 100 -1 3800
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#1.2: Stressing with iperf3

iperf3 -c <IP>-w 64K

-t 3800
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#2: Measuring with cyclictest

Scheduling latency

“measures the difference between a thread's intended wake-up time and the
time at which it actually wakes up”
-The Linux Foundation wiki

“provides an easy-to-interpret metric that reflects various sources of
unpredictability as a single, opaque measure.”
-Cerqueira and Brandenburg
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#2: Measuring with cyclictest

sudo cyclictest -vmn -i100 -p99 -t --duration=1h > cyclictest_<X>.txt
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#2: Measuring with cyclictest

sudo cyclictest -vmn -p99 -t --duration=1h > cyclictest_<X>.txt
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#2: Measuring with cyclictest

sudo cyclictest -vmn -i100 -t -duration=1h > cyclictest_<X>.txt
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#2: Measuring with cyclictest

sudo cyclictest -vmn -i100 -p99 -t --duration=1h > cyclictest_<X>.txt
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System metrics under the load

100% CPU load

~70% memory load

— 4 RT tasks measuring the scheduling latency (cyclictest)

28



Count

: Cyclictest results
107'§
106'§ Raspberry Pi 5
1o4—; Debian Linux kernel
: 6.6.21-v8-16k+
103'§
107
101é
; Max. latency:
10° ; 36802us

0 5000 10000 15000 20000 25000 30000 35000
Latency (us)




Count

106
1o5é
1o4é
10
107
101é

100'5

107'5

0 20 40 60 80 100
Latency (us)

120

Cyclictest results

Raspberry Pi 5
Model B

Debian Linux kernel
6.6.21-rt25-v8-16k+

With PREEMPT_RT

Max. latency:
124us




Benchmarking results (in ps)

Max Min Mean St. Dev.
Custom kernel 36802 1 14.6942 122.08
RT kernel 124 1 5.9126 3.2484
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Benchmarking results (in ps)

Max Min Mean St. Dev.
Custom kernel 1 14.6942 122.08
RT kernel 1 5.9126 3.2484
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Benchmarking results (in ps)

Max Min Mean St. Dev.
Custom kernel 36802 1 14.6942 122.08
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Benchmarking results (in ps)

Table 2. Cyclictest latency results comparison for Raspberry Pi with Linux kernels with PREEMPT_RT.

. Real-Time Kernel (Debian Cyclictest Latency (us) (Min,
Hardware (Raspberry Pi) Vession) Avg, Max)
RPi3 Model B
Our approach 64-bit ARM Cortex-A53 quad core, 4.4.16-rt17-v7+ <50, 53, 80
1200 MHz
RPi2 Model B
Molloy [20] 32-bit ARM Cortex-A7 quad core, 3.18.16-rt13-v7+ 9,12,98
900 MHz
- RPi Model B+ S RT kernel (Min, Avg, Max)
EMLID [54] 32-bit ARMI176JZFS, 700 MHz 3.18.7-rt1-v7+ 1227, 77
o RPi Model B )
Durr [55] 32-bit ARM1176JZFS, 700 MHz 4.49-rt17-v7+ 23,37, 156 1,5.9, 124
S RPi Model B+
Benway [56] 32-bit ARM1176JZFS, 700 MHz 4.49-rt17-v7+ 20, 36, 105
RPi3 Model B
Balci [57] 64-bit ARM Cortex-A53 quad core, 4.9.47-rt37-v7+ <50, <50, 91
1200 MHz
RPi3 Model B
Autostatic [58] 64-bit ARM Cortex-A53 quad core, 4.9.33-rt23-v7+ -, 40-70, 75-100
1200 MHz
RPi3 Model B
Riva [59] 64-bit ARM Cortex-A53 quad core, 4.14.27-rt21-v7+ -, 50-150, 147
1200 MHz
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This project was started In order to streamline our benchmarking practice for PREEMPT_RT Linux on the Raspberry

PI5.

In order to reproduce the experiments yourself, first install Raspberry P1 OS Lite {Deblan 12) to an SD card by
following these Instructions. With the SD card still Inserted and the corresponding file systems mounted, execute:

./deploykernels.sh <path_mounted_bootfs> <path_mounted_rootfs> i
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a2 gepemgmpems Aemam gmem

® Jupyter Notebook 37.39% @ Shell 2385
Dockerfise 20,0 # Python 16.5%
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https://github.com/apaolillo/rtlinux
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Future work

* RT Linux experiments: tune the kernel for RT performance
— RT throttling
— CPU freq
— priority of interrupts

. RTOS _>
* Benchmarking tools
— rt'benCh, RTEval Evaluation —_—
— timerlat

— benchkit [1]
* Metrics

— end-to-end response latency
— RTOS jitter
— raw performance comparison (e.g. throughput) for rt drawbacks

= Suggestions are welcome!

[1] https://qithub.com/open-s4c/benchkit

Real-Time

KPIs
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Alternative Hardware
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